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Abstract—Virtual Reality (VR) is now a well-established tech-
nology which offers realistic and immersive virtual worlds to
the user usually by means of Head-Mounted Displays (HMDs).
Actually, these devices can also be backed by a cloud server
which can host the game server or even directly render the virtual
world, as in the well-known cloud gaming paradigm. However,
due to the drastically low latencies that technology requires, it is
more convenient, when possible, to use servers that are as close to
the users as possible. As a consequence, implementing the game
or the render server in the Fog Computing layer is a concrete
possibility. In this paper, we investigate, by using the Meta Quest
2 device, which are the QoE trade-offs, in terms of graphic quality
and network performance, both in the case in which the HMD
performs the 3d rendering locally by using a sample game written
with Unreal Engine and in the case in which the 3d rendering is
done in the Fog by means of the nVidia CloudXR framework and
Oculus Air Link. From the results of our experiments, we found
that remote rendering offers a stable frame rate against a higher
quality image. Instead, local rendering sets the best possible
graphics quality against the optimal frame rate. Additionally, we
saw how remote rendering uses video compression in the case
of decreasing bandwidth available to adjust graphics quality and
FPS. The same does not hold for Motion-to-Photon latency, which
increases with distance, reducing the general QoE.

Index Terms—virtual reality, unreal engine, qoe, cloudxr, fog
computing

I. INTRODUCTION

The current advance in Internet technologies and standards
(e.g. Wi-Fi 61 and 5G), along with fiber optics and new
generations of routers, allowed users to play games on devices
without the usage of powerful graphic cards, e.g. Google
Stadia2. This new era of gaming is defined as cloud-based
gaming. In the case of Virtual Reality, this idea is applied in a
scenario where a remote server renders frames of complex and
high-demanding application and send them back to an HMD
device. Instead, the device will only send input action, like
head movement or controller button pressed, to the server to

1https://docs.broadcom.com/doc/80211ax-WP
2https://stadia.google.com

be processed. The usage of Virtual and Augmented Reality
technologies is reaching more application from the gaming
field to engineering and medical sector thanks to its immer-
siveness, that captures the attention of the customers in the
case of retail industry [1]–[3], or used as support to improve
and facilitate work of medical teams in the case of trauma
surgeon inspection [4]–[6], but also for therapy and mental
stimulation [7].

In order to maintain a stable frame rate at a value of at
least 72 frames-per-second (FPS) [8], [9], the majority of the
available applications are based on low-demanding graphics
rendering settings. This is because lower values of framerate
are the main causes of the so-called Visually induced motion
sickness (VIMS) [10], [11]. Furthermore, it is important to
keep responsiveness between the user’s motion and the action
reproduced in-game [12], which is another reason for sickness.

The power of cloud gaming mainly relies on remote GPU
power and user network strength. In fact, with a good remote
rig (e.g. with an NVIDIA RTX 3080Ti), also the last genera-
tion AAA games can be enjoyed without requiring to own the
same environment.The same idea can be applied to complex
VR games, which could express all their graphics power
obtaining a more realistic and fascinating virtual experience.
However, one of the disadvantages of cloud gaming is the
requirement for a stable and high-quality Internet connection,
to diminish latencies and reduce the amount of time needed
to send back and forth data of high dimensions. For example,
Oculus Air Link requires for the network, to ensure the best
performance:

• the PC connected to router/access-point via Ethernet
cable;

• the router supporting Wi-Fi 5 (802.11AC) or Wi-Fi 6
(802.11AX);

• headset connected to 5GHz Wi-Fi band.

Another solution for cloud-gaming is the one developed

https://docs.broadcom.com/doc/80211ax-WP
https://stadia.google.com


by NVIDIA, called CloudXR3, an SDK for Extended Reality
(XR) which enables the streaming of OpenVR applications
over radio signal (Wi-Fi or 5G). In this architecture, the server
presents a virtual HMD driver to SteamVR, faking the local
connection of the device, and thus not requiring any changes at
the application level. The main challenge of this software is to
achieve both the highest quality graphics plus mobile freedom.
To reach higher QoS, they found a solution to challenges such
as latency and Bandwidth variation, using a custom HEVC
profile and video compression.

In this paper, we perform different experiments by installing
these frameworks in a Fog server that is attached to the same
WiFi6 router to which the HMD is connected, thus enabling a
fog gaming paradigm. We implemented a sample VR applica-
tion in different builds where we have inserted visual effects in
order to stress the graphic card. Along with it, other parameters
to manage were latency and bandwidth at variable distances
of the HMD to the router. The main goal of this research is to
study if, depending on the quality of the graphics settings, local
and remote rendering are equivalent and if, depending on the
distance of the device to the router, VR-cloud gaming is still
a good option to take into consideration when we talk about
Virtual Reality gaming. This paper explores the capabilities of
cloud gaming in a Fog environment, trying to find bottlenecks
of remote rendering in the case of Virtual Reality with an
evaluation of FPS, Bandwidth, Delay and QoE. The rest of
the paper is organized as follows. In Section II, we give some
information on related works about network performances,
Cloud-gaming with a focus also on VR Cloud-gaming. In
section III, several experimental setups are introduced with
details on the hardware and software used. Section IV shows
the results obtained in the previous experiments conducted and
Section V briefly resume what we have found with these.

II. RELATED WORK

Several studies about Cloud-Gaming shown the effects of
latency on users’ Quality of Experience (QoE).

Sabet et al. proposed a latency compensation technique
for Cloud-Gaming, showing that Spatial Accuracy, Temporal
Accuracy and Predictability are the characteristics that mitigate
delays influences [13].

Lampe et al. [14], and previously Chen, Chang, Tseng,
Huang and Lei [15], proposed a software tool in or-
der to measure the latencies of the main cloud-gaming
providers. The former with GAme LAtency MEasurement
Tool (GALAMETO.KOM) which autonomously invokes ac-
tions and waits for the time interval until those are repre-
sented in-game. The latter instead proposed a methodology
to measure latency and applied it on two platforms, OnLive
and StreamMyGame. In particular, they used the hooking
mechanism to inject code into the clients and measure through
that as timestamps: t0 to define the moment in which they
start measurement and t4 as the timestamp in which the menu

3https://developer.nvidia.com/nvidia-cloudxr-sdk

screen appears. Therefore they have calculated the response
delay as a ∆ = t4 − t0

Furthermore, Di Domenico, Perna, Trevisan, Vassio and
Giordano compared providers (Google Stadia, GeForceNow,
and PS Now) on the protocols used and bandwidth spent [16].

Regarding local rendering but in a network environment,
other studies focused on non-network parameters, such as FPS
[17], [18]. In particular, Lindblom, Laine and Rossi [8] de-
veloped MiReBooks, an educational project for mixed reality
mining, focused on FPS in a fog environment with a variable
number of concurrent-user (CCU), whilst Parthasarathy, Simis-
cukay, O’Connorz and Muntean made experiments increasing
CCU and analyzing performances about bandwidth [19].

Zhao, Allison, Vinnikov and Jennings [20] instead, mea-
sured the Motion-to-Photon latency in HMD through the use
of a pendulum, introducing a damped sinusoidal motion to the
device. Going deeper and focusing only on XR Cloud-Gaming,
Liubogoshchev, Ragimova, Lyankhov, Tang and Khorov [21]
considered a sample CloudXR architecture, represented with
a mathematical model of a discrete state Markov Chain,
estimating some parameters of QoE such as network capacity
and bitrate adaption function.

Zhou et al. [22] used NVIDIA CloudXR4 as framework in
order to better disseminate heritage, in the case of Augmented
Reality (AR).

Similar to our paper research, Li, Chia-Hsin Hsu, Lin and
Cheng-Hsin Hsu [23] proposed an experimental setup for
measuring latencies and frame rate with three different ty-
pologies of VR-games (TogetherVR requiring low-demanding
graphics, Half-Life-Alix requiring high-demanding graphics
and Beat Saber, which is highly latency-sensitive) in a cloud
environment. As result, they found that frame rate is sensitive
to insufficient bandwidth and that the gaming experience
radically decreases once the bandwidth goes below 35Mbps.

However, none of this article focused on differences be-
tween local and remote rendering taking into consideration
graphics quality and variable network bandwidth. Moreover,
the main limitation of the previous cited existing systems is
that they are used for general cloud gaming and not for VR/AR
cloud gaming. Instead, NVIDIA CloudXR, which at the time
of writing is available as an early access program, do not allow
more than one user client per running server.

III. EXPERIMENTAL SETUP

A. Equipment

In our experiments, we used a Meta Quest 25, a VR Headset
equipped with Qualcomm Snapdragon XR2 CPU with support
for WiFi6 (802.11ax), 6GB of RAM, an Adreno 650 GPU,
an LCD panel display with an 1832×1920 per-eye resolution,
which can run at a refresh rate of up to 120 Hz, and as input,
6DOF inside-out tracking through 4 built-in cameras and 2
controllers with accelerometers and gyroscopes.

4https://developer.nvidia.com/nvidia-cloudxr-sdk
5https://store.facebook.com/it/en/quest/products/quest-2
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